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Introduction

This article is a followup to my previous article "Off Topic: Refraction in a Varying Medium"[1]. In the "Speculations" section, I mention the goal of finding a similar differential equation as (18) for light traveling in gravity. It turns out it is the right equation, but a wrong understanding. As a consequence of trying to solve this puzzle, a new hypothesis for gravity arose with a similar differential equation to use for massive particles. One thing leads to another, and seeking an explanation for mass leads to a new model of the foundational layer of reality. The model is purely fluidic. That is, reality seems to be formed out of a fluid, its flows, and compression waves.

The ingredients for this thesis are one premise, one conjecture, one empirical correction, and the rest is either mathematics or deductive reasoning. It goes from solid to speculative. The latter starting pretty much where the math stops. Those sections can be considered a to-do list mathematically, and they should be able to validate or invalidate the conjectures. It is fluid dynamics modeling so it is complicated and computational intensive and a rich field for specialized numerical techniques.

Though this is a speculative hypothesis, it is presented as being factually true in order to reduce the tremendous number of qualifiers that would be necessary. It has passed more thought experiments than included in this article, and has not failed any. Optimistically, it appears to have the potential to answer many of today’s unsolved mysteries. However, it does contradict General Relativity (GR); they both can’t be correct.

The first part of this article is like my others: A derivation of a formula along with an explanation. The math should be able to stand on its own. Whether or not it ends up being an accurate description of reality remains to be seen. Whichever the case, it is still a lot of cool math, and can hopefully serve as a learning tool. The second half is more descriptive, with hopefully math to follow some day.

Newtonian Spoken Here

The good news for many is that the theory is rooted in good old Newtonian coordinates with no need to mix the time coordinate with any space coordinates for some sort of frame of reference transformations. This is known as "3D+T", three dimensions and time. No extra dimensions are needed. The equations mostly have common sense relatable conceptualizations. The objective perspective is employed. It doesn’t care whether an observer is watching, it works how it works. Any observation techniques that interferes can also be described objectively.

Even better news for others is that there are no complex values in any of the quantities in this article. The math is largely high school level, requiring a knowledge of vectors, dot products, and gradients. Some Calculus is also used. All values are real valued.
The Speed Equation

Consider the classic example of refraction where a beam of light is being bent by the surface of water, or the surface of a hunk of glass. The index of refractions \((n)\) of the materials at the surface boundary are used along with Snell’s law to do angle calculations. It is explained that Snell’s law works because the light is slowed down more by the material with the higher index of refraction.

\[
||\vec{v}|| = \frac{L}{n} \tag{1}
\]

Usually ‘c’ is the variable name used in the numerator on the right side, including in my previous article. The letter ‘L’ is being used instead because there is some ambiguity in how \(c\) is defined. Traditionally, the value of \(n\) is real and never goes below one, and is one in completely empty space. Completely empty space actually doesn’t exist, so light never reaches the full ‘vacuum speed’. Apparent less than one, or even zero, values of \(n\) and complex values are not considered in this article. Like the previous article, it is an ideal theoretical treatment.

Refraction in a Varying Media

Often, marching soldiers or toy trucks are used to demonstrate the bending at the boundary. The examples are usually presented as though the light makes a sharp corner at the surface. If one considers the object of refraction being a point particle and knowing that sharp corners can’t occur in nature, there should be a curved trajectory that is describable by a vector differential equation.

In the refraction of light, the photon is always trying to turn into the higher index of refraction. Therefore its acceleration at any point has to lay in the plane defined by the velocity and the gradient of the index of refraction. This is (16) from [1], converted back into index of refraction terms.

\[
\dot{\vec{v}} = \left(\frac{\vec{v} \cdot \vec{v}}{n}\right) \nabla n - \frac{2}{n} \left(\nabla n \cdot \vec{v}\right) \vec{v} - 2 \left(\frac{\nabla n}{n} \cdot \vec{v}\right) \vec{v} \tag{2}
\]

The second line puts the equation in a form where the gradient has been normalized by the index of refraction.

Fluff Density

By taking the natural logarithm, the 1 based index of refraction scale is transformed to a 0 based scale, where the zero represents the empty vacuum situation. The higher the value, the slower the speed, so it is easy to visualize this value as a resistance measure. In my first article I called it ‘fluff’, and its measure was density. The denser the fluff, the slower the refractive particle can move through it.

\[
\rho = \ln(n) \tag{3}
\]

The speed of the refractive particle can now be expressed solely in terms of the maximum possible speed and the local fluff density.

\[
||\vec{v}|| = Le^{-\rho} \tag{4}
\]

The gradient of the fluff density will lay in the same direction as the gradient of the index of refraction. The rescaling turns out to be exactly the same as the normalized form above.

\[
\nabla \rho = \frac{\nabla n}{n} \tag{5}
\]
The vector differential form of Snell’s Law can then be expressed in terms of the flu\n\text{density gradient. Notice that the flu\n\text{density itself } \rho \text{ and the maximum possible speed limit } L \text{ are not in the equation. Of course they are still there implicitly in the form of the magnitude of } \vec{v}. \text{ This will be called a ”steering equation”}.
\[
\dot{\vec{v}} = (\vec{v} \cdot \vec{v}) \nabla \rho - 2 \left( \nabla \rho \cdot \vec{v} \right) \vec{v}
\]
\text{(6)}

This equation has many remarkable properties, of which some will be revealed in the treatment that follows. Its derivation is shown in my previous article.[1]

\textbf{The Refractive Particle Steering Equation}

The steering equation has two terms. The first is independent of the direction of velocity and the other isn’t. Therefore, the first can be seen as an acceleration all refractive particles have in a flu\n\text{gradient and the second as a direction dependent adjustment.}

When the trajectory is orthogonal to the flu\n\text{gradient, the dot product in the second term is zero and there is no adjustment. The acceleration is entirely in the direction of the gradient.}

When the trajectory is along the flu\n\text{gradient, the dot product reaches its extreme value, and the second term becomes exactly twice the negative of the first term. The net result is the acceleration is now entirely opposite the direction of the gradient with the same magnitude since it is simply the negative.}

At angles in between, there will be some acceleration along the trajectory as well. For trajectories at 45 degrees to the horizon, in either direction, the acceleration will be entirely along the transverse.

When the \( \left( \nabla \rho \cdot \vec{v} \right) \) dot product is positive, it means the refractive particle is heading into thicker flu\n\text{and thus slowing down along the trajectory. Conversely, when the dot product is negative, it means the trajectory is heading out of the thicker flu\n\text{and able to speed up, so its acceleration is positive along the trajectory.}

The magnitude of both terms is quadratic with the magnitude of velocity and linear with the magnitude of the flu\n\text{gradient. This means the whole equation is. The linearity of the flu\n\text{gradient is the greatest advantage of working on the logarithmic flu\n\text{density scale rather than the base index of refraction scale.}

\textbf{Express with Unit Vectors}

The gradient and velocity vectors can be expressed with their magnitudes and directions separated by defining a unit direction vector for each.
\[
\vec{u}_\rho = \frac{\nabla \rho}{\| \nabla \rho \|} \rightarrow \nabla \rho = \| \nabla \rho \| \vec{u}_\rho
\]
\[
\vec{u}_v = \frac{\vec{v}}{\| \vec{v} \|} \rightarrow \vec{v} = \| \vec{v} \| \cdot \vec{u}_v
\]
\text{(7)}
\text{(8)}

The vectors are then seen as magnitude times direction, or if you prefer, magnitude in a direction. The steering equation can then be rewritten to be magnitude and direction separable.
\[
\dot{\vec{v}} = (\vec{v} \cdot \vec{v}) \nabla \rho - 2 \left( \nabla \rho \cdot \vec{v} \right) \vec{v} = \| \vec{v} \|^2 \nabla \rho \cdot \left[ \vec{u}_\rho - 2 (\vec{u}_\rho \cdot \vec{u}_v) \vec{u}_v \right] = L^2 e^{-2\rho} \| \nabla \rho \| \vec{u}_a = \| \dot{\vec{v}} \| \vec{u}_a
\]
\text{(9)}
The Direction is Magnitude Independent

The unit vector for the acceleration direction was implicitly defined in the prior equation as this:

$$\vec{a} = \vec{\rho} - 2 (\vec{\rho} \cdot \vec{v}) \vec{v}$$  \hspace{1cm} (10)

It is easily proved that the vector has length one and is thus appropriately labeled as unit vector.

$$\vec{a} \cdot \vec{a} = [\vec{\rho} - 2 (\vec{\rho} \cdot \vec{v}) \vec{v}] \cdot [\vec{\rho} - 2 (\vec{\rho} \cdot \vec{v}) \vec{v}]$$

$$= \vec{\rho} \cdot \vec{\rho} - 4 (\vec{\rho} \cdot \vec{v}) \vec{\rho} \cdot \vec{v} + 4 (\vec{\rho} \cdot \vec{v})^2 \vec{v} \cdot \vec{v}$$

$$= 1 - 4 (\vec{\rho} \cdot \vec{v})^2 + 4 (\vec{\rho} \cdot \vec{v})^2 \cdot 1$$

$$= 1$$  \hspace{1cm} (11)

This means that the direction of the acceleration is only dependent on the directions of the velocity and flu\textsuperscript{f} density gradient, not their magnitudes. They don’t appear in the equation, only the unit direction vectors do.

The Magnitudes are Direction Independent

The magnitudes, in a similar manner, are independent of the direction. They are dependent only on the flu\textsuperscript{f} density. For the velocity, that is already part of the premise definition.

$$||\vec{v}|| = Le^{-\rho}$$  \hspace{1cm} (12)

The speed (magnitude of velocity) is the same no matter which direction the refractive particle is traveling. This is also true for the acceleration. From (9):

$$||\vec{a}|| = ||\vec{v}||^2 \left|\vec{\nabla}\rho\right| = (Le^{-\rho})^2 \left|\vec{\nabla}\rho\right| = L^2 e^{-2\rho} \left|\vec{\nabla}\rho\right|$$  \hspace{1cm} (13)

The magnitude of the acceleration is not only dependent on the flu\textsuperscript{f} density, but it is also linearly dependent on the magnitude of the flu\textsuperscript{f} gradient. It is very easy to see from this equation that in a region of constant flu\textsuperscript{f} density, where the gradient is zero, there is no acceleration felt and the particle will travel with a constant velocity.

Permittivity and Permeability

The speed of light in a true vacuum, aka free space, is usually given by:

$$c_0 = \frac{1}{\sqrt{\epsilon_0 \mu_0}}$$  \hspace{1cm} (14)

Where $\epsilon_0$ is electric permittivity and $\mu_0$ is magnetic permeability in a gravity free true vacuum. From a universal perspective, the speed of light near a massive object slows down. Therefore, one of the values of $\epsilon$ or $\mu$ must be changing, or both. The equation is then rewritten without the naught subscripts to indicate variable values.

$$c = \frac{1}{\sqrt{\epsilon \mu}} = ||\vec{v}|| = \frac{L}{n}$$  \hspace{1cm} (15)

With appropriately chosen units the value of $L$ can be set to one. Its actual value has no qualitative bearing on the behavior of the equations and there is price paid for dropping the variable name in the ability to track the units, so it is retained.

Cross multiplying the outer terms gives a formula for then index of refraction in terms of the two fields.

$$n = L\sqrt{\epsilon \mu}$$  \hspace{1cm} (16)
Taking the log of both sides to get the fluff density isolates the limit speed in its own term.

\[ \rho = \ln(n) = \ln(L) + \frac{\ln(\epsilon) + \ln(\mu)}{2} \]  

(17)

As a result, the gradient is independent of the limit speed.

\[ \nabla \rho = \frac{\nabla n}{n} = \frac{1}{2} \left( \frac{\nabla \epsilon}{\epsilon} + \frac{\nabla \mu}{\mu} \right) \]  

(18)

For a central point source, there doesn't seem to be any doubt that \( \nabla \epsilon \) and \( \nabla \mu \) would be collinear along a radial. Is this a true in general? Irrelevant to this discussion. What if relevant is that an alternative definition of the gradient of the flufl density has been made using two well known fields from physics. This definition of \( \nabla \rho \) can then be plugged into the steering equation and separated into two parts.

\[
\begin{align*}
\dot{\vec{v}} &= (\vec{v} \cdot \vec{v}) \nabla \rho - 2 \left( \nabla \rho \cdot \vec{v} \right) \vec{v} \\
&= \left[ (\vec{v} \cdot \vec{v}) \frac{\nabla \epsilon}{\epsilon} - 2 \left( \frac{\nabla \epsilon}{\epsilon} \cdot \vec{v} \right) \vec{v} \right] + \left[ (\vec{v} \cdot \vec{v}) \frac{\nabla \mu}{\mu} - 2 \left( \frac{\nabla \mu}{\mu} \cdot \vec{v} \right) \vec{v} \right] \\
&= \frac{\dot{\vec{v}}_\epsilon + \dot{\vec{v}}_\mu}{2}
\end{align*}
\]  

(19)

The definition of these two parts come from the partitioning.

\[
\begin{align*}
\dot{\vec{v}}_\epsilon &= (\vec{v} \cdot \vec{v}) \frac{\nabla \epsilon}{\epsilon} - 2 \left( \frac{\nabla \epsilon}{\epsilon} \cdot \vec{v} \right) \vec{v} \\
\dot{\vec{v}}_\mu &= (\vec{v} \cdot \vec{v}) \frac{\nabla \mu}{\mu} - 2 \left( \frac{\nabla \mu}{\mu} \cdot \vec{v} \right) \vec{v}
\end{align*}
\]  

(20)

Since each of the fields obeys the steering equation, they are by definition refractive in behavior. Whether these fields are independent or not, it is the composite value, the index of refraction, that is the only value needed to define behavior of photons presumed to be behaving refractively.

**Central Source Point Model**

A central source point model is very useful in Physics to model finite objects. The model is understood to be a representation which provides useful description. The mathematics for a single point is generally much simpler than dealing with a spatial object. Point models are simple ideals that lay the foundation for more sophisticated models to explain observed deviations from the simpler ideal.

To explain the curvature of the trajectory of a photon passing by the sun, an ideal model of an index of refraction distribution is used for the sun and a refractive particle is used for the photon.

It turns out that the model I conjectured in my previous article [1] coincides with the ”far-field approximation” (12) found by Ye and Lin in [2], [Also (27) in [3]] though their version also comes with a value for \( k \).

\[ n = \exp \left( -\frac{2P_r}{c^2} \right) \]  

\[ P_r = -\frac{GM}{r} \]  

(21)

The speed of light in a pure vacuum is:

\[ c = c_0 = L \]  

(22)
Which makes the index of refraction definable as:

\[ n = \exp \left( \frac{2GM}{L^2r} \right) = e^{\frac{k}{r}} \tag{23} \]

Where \( k \) is implicitly defined as:

\[ k = \frac{2GM}{L^2} \tag{24} \]

This \( k \) value represents the strength of the index of refraction field surrounding the central point source.

By definition, Ye and Lin’s formula is empirically correct in the far field region. The conjecture in my prior article, and maintained in this one, is that it is actually the true theoretical description.

**Black Holes Aren’t Possible**

Whether or not a black hole is possible is based on the distribution model used for the index of refraction values around a central source point. Various models are compared in the appendices. Using this model, black holes aren’t possible. Other models, including GR which does allow for them, are shown in the appendices.

Defining the index of refraction at every point in space also defines the speed of the refractive particle at that point. The formula for the field becomes:

\[ ||\vec{v}|| = \frac{L}{n} = L e^{-\frac{2GM}{L^2r}} = L e^{-\frac{k}{r}} \tag{25} \]

Notice that for every value of \( r \) that is not zero, the speed cannot be zero. As a refractive particle approaches the center point, it slows down, but never stops. Of course, a real black hole would have a physical radius so this region could never be reached. As the refractive particle moves away, its speed increases towards the limit value of free space.

\[ \lim_{r \to 0} ||\vec{v}|| = 0 \]
\[ \lim_{r \to \infty} ||\vec{v}|| = L \tag{26} \]

**Convert to a Fluff Scale**

As noted in my previous article, and Ye and Lin in [2], working in the log scale is a lot easier as far as the math goes.

\[ \rho = \ln(n) = \frac{k}{r} \tag{27} \]

The gradient is always pointing inward and its magnitude follows the inverse square law.

\[ \vec{\nabla} \rho = -\frac{k}{r^2} \hat{u}_r \tag{28} \]

Plugging in the value of \( k \) given by Ye and Lin (24) connects the fluff density gradient to the mass of the central point.

\[ \vec{\nabla} \rho = \frac{2GM}{L^2r^2} \hat{u}_r \tag{29} \]

Notice the similarity to the Newtonian gravitational potential. The different sign convention does not impact the behavior.

\[ \Phi = -\frac{GM}{r} \tag{30} \]
The gradient is always pointing outward, and another sign convention is used to call gravity inward.

\[ \nabla \Phi = \frac{GM}{r^2} \hat{u}_r = -\hat{g} \]  
(31)

We come to the realization that the acceleration of the refractive particle is twice the strength of gravity.

\[ \nabla \rho = -\frac{2}{L^2} \nabla \Phi = \frac{2}{L^2} \hat{g} \]  
(32)

That they are proportional is not surprising, since their potential functions are proportional. It is the value of two that counts. This value is shared among all the models compared in the appendices.

**Newton’s Gravitational Constant**

When the magnitude of refractive acceleration is put in terms of the gravitational acceleration, something interesting happens.

\[
\left| \frac{\ddot{v}}{v} \right| = \left| \frac{\ddot{v}}{v} \cdot \frac{\nabla \rho}{r^2} \right| = \left| \frac{\ddot{v}}{v} \cdot \frac{2GM/L^2}{r^2} \right|
= \frac{GM}{r^2} \cdot 2 \left( \frac{\left| \ddot{v} \right|}{L} \right)^2 = \frac{GM}{r^2} \cdot 2e^{-2\rho} = \frac{[Ge^{-2\rho}]M}{r^2} \cdot 2
= \frac{G' M}{r^2} \cdot 2
\]

Where

\[ G' = Ge^{-2\rho} \]  
(34)

The trailing factor of '2' was expected, as the force bending of light around the sun is twice what is expected from gravity. However, the \( G' \) indicates that Newton’s constant varies when using universal coordinates. The ratio is the same as the ratio of the local speed of light to \( L \) squared.

\[
\frac{G'}{G} = \left( \frac{\left| \ddot{v} \right|}{L} \right)^2 = e^{-2\rho}
\]  
(35)

\[
\frac{G'}{\left| \ddot{v} \right|^2} = \frac{G}{L^2}
\]  
(36)

This is kind of a big deal. It means in the universal coordinates being used, when regions of deeper gravity are considered from far away, Newton’s constant isn’t really constant. This ratio appears in several of the formulas and allows an immediate translation from universal to local coordinates.

**Multiple Sources**

When considering a real world problem, there are going to be multiple massive objects which define the fluid density. They will also likely be moving. That aspect is not covered in this article, but is a natural extension. When they are moving, the property of superposition no longer applies and the accelerations have to be calculated using relative velocities for each object and then summed.

In the case of multiple static objects, the field can be defined by simply summing the potentials. Since the gradient is a linear operator, the gradients can be summed too.

\[
\rho = \sum \rho_i = \sum \frac{k_i}{r_i} = \frac{2G}{L^2} \sum \frac{M_i}{r_i}
\]

\[
\nabla \rho = \sum \nabla \rho_i = -\sum \frac{k_i}{r_i^2} \hat{u}_{r,i} = -\frac{2G}{L^2} \sum \frac{M_i}{r_i^2} \hat{u}_{r,i}
\]

(37)
Where
\[ \vec{r}_i = \vec{x} - \vec{x}_i \]
\[ r_i = \|\vec{r}_i\| = \|\vec{x} - \vec{x}_i\| \]
\[ r_i^2 = \vec{r}_i \cdot \vec{r}_i \]
\[ \vec{a}_{r,i} = \frac{\vec{r}_i}{\|\vec{r}_i\|} = \frac{\vec{x} - \vec{x}_i}{\|\vec{x} - \vec{x}_i\|} \]

These are the same operations that would be undertaken to calculate a Newtonian gravitational potential and gradient fields. The result is that for any point in space, the flu density and the flu density gradient can be calculated.

**Equivalent Single Body**

The inverse can be calculated for a single body, or an equivalent single body, can be calculated at any point where the gradient isn’t zero. The magnitude of the flu gradient can be found from (28).

\[ \|\nabla \rho\| = \frac{k}{r^2} \]  \hspace{1cm} (39)

Dividing (27) by (39) gives the equation for the equivalent radius.

\[ r = \frac{\rho}{\|\nabla \rho\|} \]  \hspace{1cm} (40)

Using (27) again, the equivalent strength parameter \((k)\) can be found.

\[ k = \rho r = \frac{\rho^2}{\|\nabla \rho\|} \]  \hspace{1cm} (41)

The equivalence only exists at a single point in a multibody field. For regions near a dominant flu source, these formulas will give an approximation to the object’s properties. A more accurate measure would require several points and an estimate of the underlying flu density field.

Of course, these formulas are based on (27) as the flu density model around a central point. Other models are shown in the appendices and would have different formulas for these.

**Refraction, not Gravity**

This article assumes that it is refraction that is curving the trajectory of a photon as it passes the sun, not gravity. The behavior of the photon is as if gravity is acting on it when it is passing transversely to the gravity gradient, but if it is heading directly towards the sun it is slowing down. This means the acceleration is pointing away from the sun, opposite of what gravity would do. Refraction explains the behavior, gravity does not. As shown in the "Newton’s Gravitational Constant” section above, the log of the index of refraction distribution, represented as a flu density, is proportional to the Newtonian gravity field.

**Gravitational Force**

Let’s assume that a stationary massive particle is a set of refractive particles orbiting around a central point in some sort of harness. Furthermore, suppose the harness is so small that both the flu density and gradient can be considered constant in the region.

Different harness configurations and orientations can be considered. Suppose the harness is like a merry-go-round, and the refractive particles are spinning around and around with their axis aligned with
the fluff gradient. Each refractive particle would feel the same acceleration as a transverse pass constantly, so the net effect is the same as a single particle exhibiting gravity at double strength. All the particles would be feeling a force in the same direction. However, if the harness is like a Ferris-wheel, the net accelerations will be zero! The net force generated traversely will be exactly opposed by the particles traveling radially. Therefore it is obvious that the net sum of acceleration of a harnessed set of refractive particles is dependent on the nature of the harness and orbits taken by the particles.

It is possible to calculate the net average of "orbits with every possible direction", by integrating using a sphere to define the input direction. Since the angles are independent of direction, the speed and magnitude of the gradient can be set to one without loss of generality.

The acceleration vector is set up as the average of all the output vectors.

\[
\vec{a} = \frac{\vec{N}}{D} = \frac{\int_0^{2\pi} \int_0^{\pi} \vec{u}_a \sin(\phi) d\phi d\theta}{\int_0^{2\pi} \int_0^{\pi} 1 \sin(\phi) d\phi d\theta}
\]

The denominator is actually the surface area of the unit sphere.

\[
D = \int_0^{2\pi} \int_0^{\pi} 1 \sin(\phi) d\phi d\theta = 2\pi \left[ -\cos(\phi) \right]_0^\pi = 4\pi
\]

A small local orthonormal coordinate system is set up. The input velocity is represented by a point on the sphere. Dropping a projection onto the horizontal plane gives a vector perpendicular to the radial laying in the XY plane.

\[
\vec{u}_\perp = \cos(\theta)\vec{u}_x + \sin(\theta)\vec{u}_y
\]

The input velocity vector can then be defined in terms of the integrals variables.

\[
\vec{u}_v = \cos(\phi)\vec{u}_\rho + \sin(\phi)\vec{u}_\perp
= \cos(\phi)\vec{u}_\rho + \sin(\phi)\cos(\theta)\vec{u}_x + \sin(\phi)\sin(\theta)\vec{u}_y
\]

Likewise with

\[
\vec{u}_\rho \cdot \vec{u}_v = \cos(\phi)
\]

And the unit acceleration vector.

\[
\vec{u}_a = \vec{u}_\rho - 2 (\vec{u}_\rho \cdot \vec{u}_v) \vec{u}_v
= \vec{u}_\rho - 2 \cos(\phi) [ \cos(\phi)\vec{u}_\rho + \sin(\phi)\cos(\theta)\vec{u}_x + \sin(\phi)\sin(\theta)\vec{u}_y ]
= \left( 1 - 2 \cos^2(\phi) \right) \vec{u}_\rho - 2 \sin(\phi)\cos(\theta)\vec{u}_x - 2 \sin(\phi)\sin(\theta)\vec{u}_y
\]

The numerator can now be evaluated.

\[
\vec{N} = \int_0^{2\pi} \int_0^{\pi} \vec{u}_a \sin(\phi) d\phi d\theta
= \left( \int_0^{2\pi} \int_0^{\pi} \left( 1 - 2 \cos^2(\phi) \right) \sin(\phi) d\phi d\theta \right) \vec{u}_\rho + 0\vec{u}_x + 0\vec{u}_y
= 2\pi \left[ -\cos(\phi) + \frac{2}{3} \cos^3(\phi) \right]_0^\pi \vec{u}_\rho
= 2\pi \left[ 2 - \frac{4}{3} \right] \vec{u}_\rho
= \frac{4}{3} \pi \vec{u}_\rho
\]

Finally, the average acceleration can be calculated.

\[
\vec{a} = \frac{\frac{4}{3} \pi \vec{u}_\rho}{4\pi} = \frac{1}{3} \vec{u}_\rho
\]

This was not expected. The desired result should have a half, not a third. This is a whole number discrepancy, not just some margin of error thing, so there has to be a rule based answer.
**Motion Enhanced Gravitational Acceleration**

Suppose that the massive particle is moving, rather than being stationary, and that this movement is slow in comparison to the speed of the refractive particles in the harness. The velocity for any of the refractive particles in any point in their orbits can be decomposed into a harness velocity \( \vec{h} \) and the massive particle’s velocity \( \vec{d} \).

\[
\vec{v} = \vec{h} + \vec{d}
\]  

(50)

A couple of dot products will be needed.

\[
\vec{v} \cdot \vec{v} = \vec{h} \cdot \vec{h} + 2 (\vec{h} \cdot \vec{d}) + \vec{d} \cdot \vec{d}
\]

\[
\nabla_\rho \cdot \vec{v} = \nabla_\rho \cdot \vec{h} + \nabla_\rho \cdot \vec{d}
\]

(51)

The composite velocity (50) can then be inserted into the steering equation (6).

\[
\ddot{\vec{v}} = (\vec{v} \cdot \vec{v}) \nabla_\rho - 2 (\nabla_\rho \cdot \vec{v}) \dot{\vec{v}}
\]

\[
= (\vec{h} \cdot \vec{h} + 2 (\vec{h} \cdot \vec{d}) + \vec{d} \cdot \vec{d}) \nabla_\rho - 2 (\nabla_\rho \cdot \vec{h} + \nabla_\rho \cdot \vec{d}) [\vec{h} + \vec{d}]
\]

\[
= (\vec{h} \cdot \vec{h}) \nabla_\rho - 2 (\nabla_\rho \cdot \vec{h}) \vec{h}
\]

\[
+ 2 (\vec{h} \cdot \vec{d}) \nabla_\rho - 2 (\nabla_\rho \cdot \vec{d}) \vec{h} - 2 (\nabla_\rho \cdot \vec{h}) \vec{d}
\]

\[
+ (\vec{d} \cdot \vec{d}) \nabla_\rho - 2 (\nabla_\rho \cdot \vec{d}) \vec{d}
\]

\[
= \ddot{\vec{h}} + 2 \left[ (\vec{h} \cdot \vec{d}) \nabla_\rho - (\nabla_\rho \cdot \vec{d}) \vec{h} - (\nabla_\rho \cdot \vec{h}) \vec{d} \right] + \ddot{\vec{d}}
\]

When this acceleration definition is run through the same spherical averaging as in the previous section, another remarkable thing happens. The three mixed terms zero out and the result is that the net accelerations are separated and additive.

\[
\ddot{\vec{a}} = \frac{\int_0^{2\pi} \int_0^\pi \dot{\vec{v}} \sin(\phi) d\phi d\theta}{\int_0^{2\pi} \int_0^\pi 1 \sin(\phi) d\phi d\theta} = \ddot{\vec{a}}_h + \ddot{\vec{a}}_d
\]

(53)

The first term is the acceleration due to the harness \( \ddot{\vec{a}}_h \), which is the same as the previous section, except the speed is retained. The second term is the acceleration \( \ddot{\vec{a}}_d \) due to the massive particle’s motion relative to the fluff/gravity field. Since these are vectors, there is also a directional aspect. The accelerations here, denoted with \( \ddot{\vec{a}} \), are the net accelerations of the massive particle while the \( \ddot{\vec{v}} \) variables are the instantaneous acceleration of a constituent refractive particle.

The harness acceleration is the same as the static gravitational acceleration would be. Therefore the acceleration due to the displacement velocity can be said to be an enhancement to the acceleration.

**The Massive Particle Steering Equation**

Since there is a discrepancy between the speed equation premise (1) and empirical results from very accurate measurements, it is likely the premise is going to have to be modified rather than ignoring fundamental results. The two cases can be represented simultaneously by introducing a variable \( \lambda \) to stand for the ratio of gravitational acceleration to refractive acceleration on a transverse trajectory of a massive body.

The harness acceleration is then proportional to the square of the harness speed and adjusted with the \( \lambda \) factor. In simple terms, perhaps intuitively, the harness speed \( \| \vec{h} \| \) shouldn’t be faster than \( \| \vec{v} \| - \| \vec{d} \| \), so the parts of the orbit when \( \vec{d} \) and \( \vec{h} \) align, the sum shouldn’t exceed the local speed of light, \( \| \vec{v} \| \). The math
can be worked that way, however, the math works much better, when a Pythagorean difference is applied
instead. Since the harness speed already appears to be faster than the local speed of light because of the
1/3 to 1/2 discrepancy, it shouldn’t really hurt to assume this limit instead. This is a loose end that needs
further exploration.

The acceleration due to the displacement motion is entirely refractive in nature.

\[
\ddot{a}_h = \frac{||\vec{h}||^2}{\lambda} \nabla \rho = \frac{||\vec{v}||^2 - ||\vec{d}||^2}{\lambda} \nabla \rho
\]
\[
\ddot{a}_d = \dot{\vec{v}}_d = (\vec{d} \cdot \vec{d}) \nabla \rho - 2 (\vec{\nabla} \rho \cdot \vec{d}) \vec{d}
\]

Both accelerations feature the flu
gradient. It can be expressed in terms of local gravity from (35) and the
local speed of light. The displacement velocity can also be normalized to the local speed of light.

\[
\nabla \rho = \frac{\lambda}{||\vec{v}||^2} \vec{g} \quad \text{and} \quad \vec{D} = \frac{\vec{d}}{||\vec{v}||}
\]

This makes the accelerations now described by gravity and the normalized displacement velocity.

\[
\ddot{a}_h = \left(1 - (\vec{D} \cdot \vec{D})\right) \vec{g}
\]
\[
\ddot{a}_d = \lambda \left[(\vec{D} \cdot \vec{D}) \vec{g} - 2 (\vec{g} \cdot \vec{D}) \vec{D}\right]
\]

The net acceleration is the sum of the two accelerations and the terms can combined to form a steering
equation for a massive particle.

\[
\ddot{a} = \ddot{a}_h + \ddot{a}_d
\]
\[
= \left[1 - (\vec{D} \cdot \vec{D})\right] \vec{g} + \lambda \left[(\vec{D} \cdot \vec{D}) \vec{g} - 2 (\vec{g} \cdot \vec{D}) \vec{D}\right]
\]
\[
= \left[1 + (\lambda - 1) (\vec{D} \cdot \vec{D})\right] \vec{g} - 2 \lambda (\vec{g} \cdot \vec{D}) \vec{D}
\]

If \(||\vec{D}|| = 0\), then it is straight up Newtonian gravity. If \(||\vec{D}|| = 1\), that is the object is traveling at the local
speed of light, then the equation becomes the steering equation for a refractive particle. This is true
independent of the value of \(\lambda\).

At this point, it will be too cumbersome to carry \(\lambda\) forward any further. Setting it to 2, an empirical match
vs a premise match, means the premise need a little modification and the refractive particles in the harness
somehow behave according to a variation, to be determined, of (1). The rest of the formulas can be worked
for either value, 2 is assumed correct. Then the massive particle steering equation simplifies to:

\[
\ddot{a} = \left[1 + (\vec{D} \cdot \vec{D})\right] \vec{g} - 4 (\vec{g} \cdot \vec{D}) \vec{D}
\]

This vector differential equation describes the trajectory of a massive particle in a gravity field. Except for
its refractive special case (\(||\vec{D}|| = 1\)), the magnitude of acceleration is direction dependent.

**Sliding Sideways**

One possible modification to the speed equation premise for refractive particles in a harness is to suggest
that maybe they are also going sideways, and the speed equation only limits forward speed. Then, in order
to resolve the discrepancy, that would mean that \(||\vec{h}|| = \sqrt{3/2}||\vec{v}||\), which means the harness speed is about
22% faster than the local light speed. The sideways speed would be \(\sqrt{5/2}||\vec{v}||\), which has a "Golden Ratio"
hint to it. Again, since this is a whole number discrepancy, it suggests that there is a fundamental principle
at play, that can be mathematically described, and has an analytical solution.
Comparison to Relativistic Mass

One of the distinguishing features of General Relativity (GR) is that mass appears to increase when a massive object is in motion. The equation for the resultant mass, known as relativistic mass, is this:

\[ m = m_0 \frac{1}{\sqrt{1 - \left(\frac{v}{c}\right)^2}} \]  

(59)

Since this is a scalar equation, it is direction independent. This effect can either be considered a change in mass, or the ratio of masses can be calculated and the RHS be considered an increase in gravitational acceleration instead. The two interpretations are mathematically identical.

\[ \frac{m}{m_0} = \frac{1}{\sqrt{1 - D^2}} = (1 - D^2)^{-1/2} \]

\approx 1 - \frac{1}{2} (-D^2) + \frac{3}{8} (-D^2)^2 - \frac{5}{16} (-D^2)^3 \]

\approx 1 + \frac{1}{2} D^2 \]

(60)

For small value of \( D \), this result is half of what the massive particle steering equation (58) predicts. In order to make this match the massive steering equation (57) the value of \( \lambda \) would have to be 3/2. This would cause a mismatch to GR’s, and the empirical data, for a photon’s travel past the sun. Therefore, GR is incompatible with the thesis of this article.

Steering in Polar Coordinates

In order to work in polar coordinates an appropriate set of unit vectors is helpful. The obvious candidates are a unit vector along the radial and an orthogonal one in the transverse direction. In this case a 2D model is being used.

\[ \vec{u}_r = [\cos(\theta), \sin(\theta)] \]

\[ \vec{u}_\theta = [-\sin(\theta), \cos(\theta)] \]

(61)

These can be differentiated with respect to time.

\[ \dot{\vec{u}}_r = [-\sin(\theta), \cos(\theta)] \dot{\theta} = \dot{\theta} \vec{u}_\theta \]

\[ \dot{\vec{u}}_\theta = [-\cos(\theta), -\sin(\theta)] \dot{\theta} = -\dot{\theta} \vec{u}_r \]

(62)

A general description of the position, velocity, and acceleration is then possible in terms of the unit vectors.

\[ \vec{x} = r \vec{u}_r \]

\[ \dot{\vec{x}} = \dot{r} \vec{u}_r + r \dot{\theta} \vec{u}_\theta \]

\[ \ddot{\vec{x}} = \left( \ddot{r} - r \dot{\theta}^2 \right) \vec{u}_r + \left( 2 \ddot{\theta} + r \dot{\theta}^2 \right) \vec{u}_\theta \]

(63)

The terms in the massive particle steering equation can also be expressed in polar terms.

\[ \vec{D} = \frac{\dot{\vec{x}}}{||\vec{v}||} = \frac{\dot{r} \vec{u}_r + r \dot{\theta} \vec{u}_\theta}{||\vec{v}||} \]

\[ \vec{D} \cdot \vec{D} = \frac{\dot{r}^2 + \left( r \dot{\theta} \right)^2}{||\vec{v}||^2} \]

\[ \vec{g} = -\frac{G' M}{r^2} \vec{u}_r \]

\[ \vec{g} \cdot \vec{D} = -\frac{G' M \dot{r}}{r^2 ||\vec{v}||} \]

(64)
The acceleration of the particle can then be set to the rule defined by the steering equation. It simplifies the steering equation (65) even more. Plugging these into the polar definition of the acceleration (63) simplifies it.

\[
\dot{a} = \left[1 + \left(\vec{D} \cdot \hat{D}\right) - 4 \left(\vec{g} \cdot \hat{D}\right) \hat{D}\right]
\]

\[
= -\frac{G' M}{r^2} \left[1 + \frac{r^2 + \left(r \dot{\theta}\right)^2}{\|\vec{v}\|^2} \right] \vec{u}_r - 4 \frac{\dot{r}}{\|\vec{v}\|} \left(\vec{u}_r + r \dot{\theta} \vec{u}_\theta\right)
\]

\[
= -\frac{G' M}{\|\vec{v}\|^2 r^2} \left[\|\vec{v}\|^2 - 3r^2 + \left(r \dot{\theta}\right)^2\right] \vec{u}_r - 4 \left(\vec{r} r \dot{\theta}\right) \vec{u}_\theta
\]

\[(65)\]

It is not nearly as elegant in this form. Fortunately, simplifying assumptions greatly simplify it, so it is useful for analyzing and understanding special cases. In general though, the Cartesian form should be used in practice.

**As Orthogonal Vectors**

The radial results can be interpreted as though they were in free space. The radial is replaced by the gravity vector, the transverse by the appropriate perpendicular, and normalized speeds.

\[
\dot{a} = -\frac{G' M}{r^2} \left[1 - 3 \left(\frac{\vec{v}}{\|\vec{v}\|}\right)^2 + \left(\frac{r \dot{\theta}}{\|\vec{v}\|}\right)^2\right] \vec{u}_r - 4 \frac{\dot{r}}{\|\vec{v}\|} \left(\frac{r \dot{\theta}}{\|\vec{v}\|}\right) \vec{u}_\theta
\]

\[(66)\]

The latter term hosts a physical interpretation. The dot product in the original is replaced by a scalar product of speed along the gravity gradient and the speed traverse to it. If either is zero, the product is zero, and all the acceleration is then along the gradient. Otherwise, there will be some lateral acceleration.

**Free Circular Orbit Velocity**

The very definition of a circular orbit is that the radius remains constant. Therefore its first two derivatives are zero.

\[
\dot{r} = \ddot{r} = 0
\]

\[(67)\]

Plugging these into the polar definition of the acceleration (63) simplifies it.

\[
\ddot{\vec{x}} = \left(\ddot{r} - r \dot{\theta}^2\right) \vec{u}_r + \left(2 \ddot{r} \dot{\theta} + r \dddot{\theta}\right) \vec{u}_\theta
\]

\[
= -r \dot{\theta}^2 \vec{u}_r + \left(\ddot{r} \dot{\theta}\right) \vec{u}_\theta
\]

\[(68)\]

It simplifies the steering equation (65) even more.

\[
\dot{a} = -\frac{G' M}{\|\vec{v}\|^2 r^2} \left[\|\vec{v}\|^2 + \left(r \dot{\theta}\right)^2\right] \vec{u}_r
\]

\[(69)\]

The acceleration of the particle can then be set to the rule defined by the steering equation.

\[
\ddot{\vec{x}} = \ddot{a}
\]

\[
-r \dot{\theta}^2 \vec{u}_r + \left(\ddot{r} \dot{\theta}\right) \vec{u}_\theta = -\frac{G' M}{\|\vec{v}\|^2 r^2} \left[\|\vec{v}\|^2 + \left(r \dot{\theta}\right)^2\right] \vec{u}_r + 0 \vec{u}_\theta
\]

\[(70)\]
From matching the transverse accelerations and a non-zero radius, it can be shown that the angular speed has to be a constant, in this case, called $\omega$.

$$r\ddot{\theta} = 0 \rightarrow \dot{\theta} = 0 \rightarrow \dot{\theta} = \omega$$

(71)

From matching the radial accelerations, a formula for the angular speed can be derived.

$$\left( r - \frac{G' M}{\|v\|^2} \right) \dot{\theta}^2 = \frac{G' M}{r^2}$$

$$\dot{\theta} = \omega = \sqrt{\frac{G' M}{r^2 \left( r - \frac{G' M}{\|v\|^2} \right)}}$$

(72)

The orbital speed is directly related to the angular speed by the length of the radius. The speed formula is a function of the radius.

$$\|\vec{r}\| = r \dot{\theta} = \sqrt{\frac{G' M}{r - \frac{G' M}{\|v\|^2}}} = \sqrt{\frac{G' M}{r - \frac{r_s}{2}}}$$

(73)

Compare this to the GR formula [6] for the same thing.

$$v = \sqrt{\frac{GM}{r - r_s}} = \sqrt{\frac{GM}{r - \frac{2GM}{c^2}}}$$

(74)

You can be forgiven for saying that $G$ vs $G'$ isn’t really significant. But the factor of two distinction stands out like a sore thumb. Once again, this is a fundamental incompatibility with GR.

**Free Circular Orbit Acceleration**

The polar form of the massive particle steering equation can also be used to determine the relative strength of acceleration ($\vec{a}$) compared to the Newtonian gravitation vector ($\vec{g}$). The orbital speed from the previous section defines the speed to use in the circular orbit steering equation (69).

$$\vec{a} = -\frac{G' M}{\|v\|^2 r^2} \left( \|v\|^2 + \left( r \dot{\theta} \right)^2 \right) \vec{u}_r = \left[ 1 + \frac{\left( r \dot{\theta} \right)^2}{\|v\|^2} \right] \vec{g}$$

$$= \left[ 1 + \frac{1}{\|v\|^2} \cdot \frac{G' M}{r - \frac{G' M}{\|v\|^2}} \right] \vec{g} = \left[ 1 + \frac{G' M}{\|v\|^2 r - G' M} \right] \vec{g}$$

(75)

$$= \left[ \frac{\|v\|^2 r}{\|v\|^2 r - G' M} \right] \vec{g} = \left[ 1 - \frac{G' M}{\|v\|^2 r} \right] \vec{g}$$

The last term in the equation is the simplest, and exact, definition of "Modified Newton" for a single body orbiting a fixed point at a constant speed.

**Circular Orbit Radial Limits**

The orbit speed equation (73) can be used to convert speed limits into radial limits. The speed of a massive object is ultimately limited to the local speed of light. Should it reach this speed, it will be
behaving entirely as a refractive particle according to the equation.

\[
||\vec{d}|| = \sqrt{\frac{G'M}{r - \frac{G'M}{||\vec{v}||^2}}} \leq ||\vec{v}||
\]

\[
\frac{G'M}{r - \frac{G'M}{||\vec{v}||^2}} \leq ||\vec{v}||^2
\]

\[
\frac{G'M}{||\vec{v}||^2} \leq r - \frac{G'M}{||\vec{v}||^2}
\]

Taking the final step and rearranging.

\[
r \geq 2\frac{GM}{||\vec{v}||^2} = \frac{2GM}{L^2} = r_s
\]

This means that a circular orbit can only occur above the Schwarzschild radius \(r_s\). At the radius, the particle will be traveling at the local light speed \(\frac{GM}{L^2}\) so it will feel twice the acceleration of local gravity. If it somehow could go faster, there is still a limit radius at half the Schwarzschild radius where it would have to travel at an infinite speed to orbit.

Light shining in any upward direction from the horizon at the Schwarzschild radius will escape. Light traveling outward from below the Schwarzschild radius will also escape. There is no radius for which this is not true.

**Fixed Disk Orbits**

All the bodies in a fixed disk orbiting system are defined by two characteristics. They have circular orbits (radius doesn’t change) and a constant angular speed.

\[
\dot{r} = 0, \quad \dot{\theta} = \omega
\]

Plugging them into the polar form of the steering equation once again yields a greatly simplified version.

\[
\ddot{a} = -\frac{G'M}{||\vec{v}||^2 r^2} \left[ ||\vec{v}||^2 + (r\omega)^2 \right] \ddot{u}_r
\]

\[
= \left[ 1 + \frac{(r\omega)^2}{||\vec{v}||^2} \right] \ddot{g} = \left[ 1 + \frac{\omega^2G'M}{||\vec{v}||^2 ||\vec{g}||} \right] \ddot{g} = \left[ 1 + \frac{GM}{||\vec{g}||} \right] \ddot{g}
\]

Since the orbital speed is simply the angular speed times the radius, so at some point along the radius, a object would have to be traveling at the local speed of light. Therefore, no objects could be a member of the disk further out than that.

**Comparison to Simple MOND**

MOND stands for Modification of Newtonian Dynamics. [8] The first version was proposed in 1983 by Milgrom [9]. The formula was empirically derived and applied to very large orbiting systems.

\[
\mu \left( \frac{a}{a_0} \right) = \frac{1}{1 + \frac{a}{a_0}}
\]

The formula can be interpreted as an adjustment factor to Newton’s Law.

\[
\ddot{a} = \frac{1}{\mu \left( \frac{a}{a_0} \right)} \ddot{g} = \left( 1 + \frac{a_0}{a} \right) \ddot{g}
\]

MOND is known to be an approximation. The simple version happens to be the exact same form as a fixed disk system.
Travel Along Gravity Gradient

When a massive object travels along the gravity gradient, the speed enhancement always works against gravity.

\[ \vec{a} = \left[1 - 3 \left( \vec{D} \cdot \vec{D} \right) \right] \cdot \vec{g} \]  

(82)

Setting the magnitude equal to zero finds the speed in which the object “doesn’t feel the gravity”, in either direction.

\[ 1 - 3 \left( \vec{D} \cdot \vec{D} \right) = 0 \]
\[ \| \vec{D} \| = \frac{1}{\sqrt{3}} \]  

(83)

This is the natural speed limit for an object falling into a central mass. If its speed is slower than the object will speed up and if the speed is faster the object will slow down. Thus, it is an stable equilibrium speed heading inward. In the opposite direction, the speed is an unstable equilibrium. If it goes slower, the mass portion dominates and it slows down, ultimately to zero, then falls back. If it goes faster, the refractive term dominates and it accelerates away with the ultimate limit being the local speed of light.

There is that \( \sqrt{3} \) appearing again in the context of a critical value. This seems to suggest that there is a rigorous equation governing the harness and that it has an analytical solution.

Nature of the Harness

Now that gravity is explainable in terms of refractive accelerations of a harnessed set of refractive particles, the next question becomes determining the nature of the harness. The only thing capable of steering a refraction particle is a strong gradient in the fluid density. Given that the only other presumed things to exist are other refractive particles, they must somehow be the source of the strong fluid density gradients.

The notion of refractive particles traveling and leaving wakes in a fluid fits as an explanation. Provided the more the particle is laterally accelerated, the larger a wake it leaves. Thus a harnessed set of refraction particles might be considered as having been captured in each other’s wakes.

Toroid Tornadoes

Once a fluidic based model for space is chosen, a model needs to be developed for a refractive particle. There is a candidate for this, long known in physics, which is a ring vortex, or more generally a toroidal eddy.[4]

"Proceeding from these definitions and the fundamental equations of fluid motion, Helmholtz demonstrated in a series of theorems that in a perfect fluid, infinite in extent, vortex filaments turn upon themselves, forming closed rings, and that these vortex rings are totally immune to destruction or dissipation, invariable as to strength (a quantity representing the product of the cross section of the filament into the angular velocity), and subject to specified rules of rotational and translational motion.”

Now suppose that these ring vortexes act like tornadoes do in a weather system. That is to say that the fluid somehow squeezes down on them causing them to spin faster to relieve the pressure. The toroid also swells till the center is a small hole and the outside surface reaches equilibrium.

At the same time, it starts acting like the 3D wheel it is and "translational motion" occurs. Its speed in the fluid increases until the leading wave becomes a shock wave and the particle is traveling the speed of a compression wave in the fluid. At Mach 1.0 local speed. This demonstrates the first necessary property, that there be a limit (\( L \)) on the speed.
Then, as a 3D wheel, moving forward through the fluid, it will very much react to any fluff it encounters. Thicker fluff slows it down, thinning fluff lets it speed up. If the fluff is laterally uneven, the side with the heavier fluff will be dragged more and the vortex ring will turn into that direction. Therefore it also meets the second necessary property, that it slows down due to fluff density ($\rho$).

There are no "energy considerations" involved with the tori’s accelerations. It goes as fast as it can go given current circumstances. And if the circumstances change, so does the speed, without any kind of energy being spent or stored.

For convenience, a ring vortex will be called a 'tori'. A single tori will also be known as a monad.

It is quite possible that a neutrino is a simple tori. As the tori is settling into equilibrium, it will oscillate. The dampening factor of that oscillation should be determinable.

**Fluff and Mass**

The best candidate for what fluff is would be small ripples and disturbances in the fluid. So fluff is really tiny changes in the fluid density that the tori encounters. More importantly, it is also what a tori exhausts. More if it is turning. This is how a tori, and a set of harnessed toris, impose their "mass" in the space around them. They become the fluff sources. The amount of fluff produced is proportional to the effective mass.

You might say it is fluff production capability that gives a particle its mass.

Since the tori moves forward at the speed of the shock wave, and its wake is expected to also spread at compression wave speed that means that the wake will form a cone with a 90 degree exit angle.

**Nature of a Photon**

It is clear that a photon cannot be a monad because of dispersion and polarization. The simplest solution for a photon is a pair of toris called a dyad. Each tori will develop a pressure bubble around it, which can also be considered a fluff gradient, which will cause another tori to try to turn into it. This allows two toris to capture each other if they happen to collide at a sufficiently close angle.

A dyad can’t remain stationary in space. The pressure gradient of the bubbles aren’t enough to bind the refractive particles unless they are heading in essentially the same direction. Once in orbit around each other, they quickly settle into going in the same direction.

They can orbit each other in any orientation with respect to the direction of travel. This is what leads to polarization. If they are tumbling end over end (or around and around) they are either vertically or horizontally (or any angle) polarized. If they are spinning around the axis of travel, then they are circularly polarized.

They can pass double slits with ease, or bounce through a single slit channel.

The observation that neutrinos arrive a little sooner than photons suggest that photons "interact with the environment" a little more. Unlike a Maxwellian model of light, which presupposes "frictionless" propagation, this one allows photons to appear to "lose a little energy" by being the orbit being slowed down just a little bit.

Since it is a circular orbit, there is no chirality, aka handedness, in its structure, but there is chirality of the orbit with respect to the direction of travel. Technically then, a photon does have mass (fluff production), like a neutrino, but it is negligible, and as the rays around the sun show, photons act very much like massless refractive particles in open space.
Electrons and Positrons

In the middle of somewhere, for whatever reason, there is disturbance in the fluid that keeps spawning toris. Once formed, these speed up and go off in whichever direction. Suppose one of these catches up and latches onto a dyad. They can zoom along, in parallel, at least for a while. As they encounter fluff, they can get buffeted and slowed down, and start orbiting each other more. The more they orbit each other, the stronger their wake becomes, and they become capable of being stationary.

A triad is the simplest massive particle capable of being stationary. Call the orbits in a triad the Braid Orbit. Since there are three particles, chirality is inherent in the orbit.

Electromagnetic Force

It would be reasonable to expect electrons and positrons to have their toris orbiting at the same frequency in the same environment since they would be traveling at the same speed and we would expect the particles to be of the same size. A braid orbit of a triad would be expected to produce an asymmetric waveform along all the radials.

When another triad gets hit by this waveform, because the wave fronts are coming at the same frequency the asymmetry will either cause a net acceleration away from the wavefront or towards the wavefront depending on the orientation/chirality of the triad. This imbalance is then the cause of the electromagnetic (EM) "force".

Protons and Neutrons

Electrons and positrons are massive particles, but they are also light enough to fly around at speeds approaching the speed of light in which they behave more like refractive particles rather than massive particles. Therefore, three of them, or two of one type and one of the other, can form a braid orbit. Each component triad resides on top of a fluff peak (rather than a gravity well), where each refractive particle is braid orbiting the others on top of this peak. This is what a proton likely is. The outer braid can be left or right handed (proton and anti-proton), and the inner braids are two of one, one of the other, but more detailed modeling will have to determine which.

This is a complex oscillatory system the should be expected to settle into a stable equilibrium cycle in the absence of external forces. Just like with the electron and positron, with three sets of three, an asymmetric radial waveform would be expected

These are waveforms of similar character, but different scale. So it remains an open question, with very much DSP considerations, what are the EM attractive effects between an electron and a proton compared to an electron and a positron.

Add an electron to a proton you get a neutron. Adding three refractive particles to a proton would form either a tetrad of triads or a triad of tetrads. Since tetrads don’t hang together with toris, they like don’t hang together with triads, so a neutron is a triad of tetrads. In isolation, four toris won’t form a stable tetrad, but on an outer braid fluff peak they will hold, for a while at least, and depending on external factors.

While they do hold, four toris on each peak are capable of forming a symmetric waveform. This waveform in the fluid would not have any influence on other orbiting triads in any context.

Alpha Particles

An alpha particle, which is also the nucleus of a Helium atom, consists of two protons and two neutrons. It is very "tightly bound", so its mass is less than the combined masses of constituent parts. This mass difference is traditionally interpreted in energy equivalent terms. In terms of a tori based fluid hypothesis, this means that the toris have settled into orbits that are slightly more relaxed. The most reasonable
explanation is that the protons can snuggle closer and the neutrons can snuggle closer by their orbits becoming synchronized since they are expected to have the same frequency.

Another possibility might be a whole new complicated orbit structure occurs where the protons and neutrons are exchanging toris in their common center. This would make an alpha particle a fundamental particle.

**Standard Model Generations**

The previous sections build up a list of a subset of the Standard Model (SM) particle set and how they are constructed from refractive particles. Here is a summary chart:

<table>
<thead>
<tr>
<th>Refractive particles</th>
<th>Standard Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monad</td>
<td>Neutrino</td>
</tr>
<tr>
<td>Dyad</td>
<td>Photon</td>
</tr>
<tr>
<td>Triad</td>
<td>Electron/Positron/Quark</td>
</tr>
<tr>
<td>Dyad of Triads</td>
<td>Meson</td>
</tr>
<tr>
<td>Triad of Triads</td>
<td>Proton</td>
</tr>
<tr>
<td>Triad of Tetrads</td>
<td>Neutron</td>
</tr>
</tbody>
</table>

In the SM, the particles corresponding to triads come in what are called 'generations'. These are particles with mostly the same properties except for increasing mass. The lowest mass state is the stable one, and the higher mass states quickly decay into the lower mass ones. In terms of the fluidic thesis of this article, this would mean that the refractive particles produce several waves in their wakes as they orbit each other. The three generations would then correspond to three sequential waves in the wake. Any waves beyond the lowest mass one are obviously not strong enough to hold the massive particle together. The higher masses of the higher generations are then caused by the toris being in a closer wave with a tighter orbit, greater acceleration, and thus more fluff production which causes the mass effect. Whether the third generation is the innermost wave set, or there may be one or more present is a question that will be resolved by accurate fluidic modeling.

The anti-matter particles are simply mirror image symmetric versions of the same orbital structures. The fluff that is produced may have some kind of chirality to it, but that doesn’t matter as it is small scale compared to a tori. Therefore, the notion that anti-matter can somehow produce anti-gravity is groundless.

**Heat**

A good explanation for heat is needed as well, and this might be one. Heat is usually characterized as the energy held in the vibration of atoms or molecules. This can readily be explained as nuclei reacting to swells in the fluid. In essence, the swaying of molecules due to heat is the same motive for the nucleus as the waves in the EM force, but the scale is larger than the nucleus and presumed much smaller than inter-nuclear distances in solids. Although, there is no reason to presume swells are constrained to being a particular size. As heat increases, the swells are larger in amplitude, maybe larger in scale, and disruptive enough to disturb the the EM attraction of the electrons to the nucleus. On the other side of the scale, low temperatures, meaning very still fluid, would allow the patterns in the EM to "settle in" and allow for crystalline structures to form.

**Clocks Slow Down, Time Doesn’t**

Consider this situation, stuck in the middle between 4 massive galaxies/objects. If you are at a point where all the "gravitational forces" balance, then the gradient will be zero, and you will not feel any gravity.
Gravity is due to the gradient (1st derivative), not the curvature (2nd derivative-ish).

However, "the soup" will be thicker and light, clocks, biology, and all physical processes move slower. Since the refractive acceleration is proportional to $||v||^2$, and the "gravitational" acceleration is proportional to refractive acceleration, and to "G". So, in this region of space there is a lower "G" value. G is an illusion, and the gravity vector field is derived from the dielectric gradient, just looking like the gradient of a gravity potential.

So, the appearance of "time slowing down" is not due to "gravity acceleration", but the "gravity potential". If you want to make your coordinate system follow this illusion, fine, but I prefer a universal coordinate system. What the GR people would call an infinite observer and the rest of us call Euclidean.

### Red Shifts and Blue Shifts

Suppose Alice is standing on a really, really heavy planet and Bob is orbiting far, far, above her. The planet is so heavy, and Bob so far above, that the clock speed at Alice’s level is 3/4 the speed of Bob’s.

Now, Bob had agreed to flash a light every minute as he flew overhead, so Alice could see him go by. He did so, but when he gets back he finds Alice is annoyed and tells him that he was flashing every 45 seconds, and as usual, always in a hurry. Bob protested otherwise and they agreed that Alice would flash Bob next time. So she did. When Bob got back, he was annoyed. Alice’s flashes were every minute and twenty seconds, and as usual she was taking her time.

From Alice’s point of view, Bob’s frequency was faster than expected. This corresponds to a blue shift, an increase in frequency when going from a less dense to a more dense region. From Bob’s point of view, Alice’s frequency was slower than expected. This corresponds to a red shift, a decrease in frequency when going from a less dense to a more dense region. This has nothing to do with any kind of Doppler effect. It is because their clocks are going at different rates.

Charley, sitting out at infinity, having a clock corresponding to true time, doesn’t have the heart to tell Bob that he is actually going 15/16ths true time.

All of them measure the local speed of light using their respective clocks. They all get the same numerical answer.

### Red Shifts From Far Away

A great deal is made out of the red shifting of light from far away, in distance and time, galaxies. The observation that the amount of red shifting was roughly proportional to the distance, assuming the shift is due to Doppler shifting, led to the conclusion that galaxies are all spreading apart and this is called "Expansion of the Universe". This is the commonly accepted cosmology today.

An alternative theory was proposed called "Tired Light" which attributed the red shift to energy being lost by photons on the long journey. This has been ruled out due to it not matching the predictions of GR or Maxwell’s equations. In regards to this article already being in conflict with GR, and Maxwell’s Equations pre-supposing no energy loss, and a fluidic mechanism exist for energy loss, "Tired Light" should be considered resuscitated until properly proven otherwise.

$$\text{RS}_{\text{Observed}} = \text{RS}_{\text{Well}} + \text{BS}_{\text{Time}} + \text{RS}_{\text{TiredLight}}$$

Apparent = "Gravity Escape" + "Acceleration" + "Expansion" \hspace{1cm} (84)

It is important to remember that energy and momentum are not relevant quantities in this consideration. The photons are being propelled by their constituent refractive particle toroids at the local speed limit determined by the fluff density. When the density lightens, the photons speed up, the amount of apparent energy gain can be calculated but it really doesn’t mean anything in terms of conservation requirements.
Dark Energy

There isn’t any "Dark Energy" in the sense that it is contemporarily meant. Its only reason for existence was to justify the expansion of the Universe. Since the Universe isn’t expanding, this kind of dark energy doesn’t exist.

The fluid though can be thought of being made out of some form of pure energy. So powerful that mere compression waves in it are the root cause of all the forces we feel.

No Dark Matter

Dark Matter is a hypothetical concept formulated to account for gravity appearing to be stronger than Newtonian in the rotation of galaxies and galaxy clusters. The Fluidic Model offers an alternative explanation rooted in the steering equation. Recall that the effect of the acceleration of gravity is the net sum of the refractive accelerations of all the refractive particles that compose the massive particle or object. Because the acceleration is nonlinear with respect to velocity, separation is kind of complicated computationally, but pretty simple conceptually.

The refractive particle orbits can (loosely speaking) be partitioned into radial and transverse components. The direction of motion for a spot in a rotating galaxy is along the transverse, orthogonal to the radial.

If transverse components are paired into opposing directions, they will pretty much wash each other out as the rotational speed of the spot is very slow compared to the speed of the refractive particle in its orbit within the massive particle. Pairing up the radial components tells a different story. Each will generate acceleration towards the center of rotation, due to the addition of a transverse component to their velocity. This extra acceleration, call it the "refractive augmentation due to orbital motion", should account for the "extra strength" of the gravity field.

No Big Bang

If the Universe isn’t expanding, there isn’t any reason to believe that started at one central location. If mass is still being created, that nullifies the premise that all matter was produced in the big bang. There isn’t really a whole lot more to say than that about the big bang.

The Ongoing Creation of Matter

Instead, we have an image of an immense expanse of energetic fluid, growing increasingly turbulent, spawning mass like ocean waves create foam.

Every massive particle is a fluff source. Concentrations of fluff can lead to the formation of new toris. Those toris then can combine with other free toris, or fly into and get capture by a harnessed set of toris, and become part of a massive particle. Thus, new mass is perpetually being created, with higher creation rates in regions of higher mass. The notion that mass begets more mass also explains the voids in the distribution of matter in the observable Universe.

All Sources, No Sinks

On the other side of the coin, there doesn’t seem to be any destruction mechanism on the toris. Maybe the toris inside huge massive objects somehow get squeezed together so tight they can no longer maintain their vorticity and return to turbulent fluid.

Perhaps it is also possible that there is some dampening in the compression waves in the fluid and the fluff loses energy (i.e. disappears) over distance and time. The observed extremely long range effects of gravity seem to say that if this dampening exists, it is very minimal.
In the Long Run

There are several open issues which make predicting the long term evolution of the Universe difficult. The biggest determiner would be if there is any kind of tori sink somewhere, like the center of massive bodies. Another would be if the dielectric constant is being reduce by being tapped by all the toris.

The conjectures employed

1. Premise: \[ \| \vec{v} \| = \frac{L}{n} = Le^{-\rho} \]
2. Conjecture: A massive particle is formed by a set of harnessed refractive particles.
3. Conjecture: Empirical results indicate a modification to the premise is needed. An adjustment factor is introduced that is presumed to be theoretically based.
4. Presumption: The limit velocity within a harness is presumed to be \[ \sqrt{\| \vec{v} \|^2 - \| \vec{d} \|^2} \] rather than the more seeming straightforward \[ \| \vec{v} \| - \| \vec{d} \| \].

The refractive particle steering equation (6) based simply on the premise, so it is on solid theoretical ground. If the premise is true, the equation is true. The massive particle steering equation (58) needs to have the conjectures and presumption validated to achieve that same status.

Past the point of gravity, it all conjecture.

Revisiting Einstein’s Premises

There have been several places where inherent conflicts between Motion Enhanced Gravitational Acceleration and GR are pointed out. The two are not compatible and cannot be made compatible. They are somewhat similar and provide answers for the same non-classic phenomenon, namely clocks slowing down in a gravity field (vs time slowing down), gravitational acceleration being enhanced by velocity (vs mass increasing due to speed), and refraction bending photon trajectories around the sun (vs ”curvature of space”).

The first premise, from Special Relativity, is that photons are considered to be projectiles. This differs from a refractive particle dyad, which consists of two ”self-propelled” toris orbiting each other.

The second premise, from General Relativity, states that acceleration due to force is equivalent, and indistinguishable, from acceleration due to gravity. At the nuclear level, the force pushing an object is transmitted via the EM force (refractive particles reacting to wavefronts), which is quite different than gravity (refractive particles reacting to fluff).

Conclusion

Anybody looking at the structure of the Universe, all the pictures of galaxies, must be able to imagine that matter is merely the froth of some underlying fluid. The ideas presented in this article are built on that notion. All the behavior that GR predicts, this predicts as well. A lot of the Standard Model gets an underpinning, and the rest of it gets an explanation of where they went wrong. All the Quantum Mechanics voodoo disappears.

Is the fluid homogeneous? Does it stretch forever or is it a floating glob in emptiness? The mind boggles. Hopefully, since there are only a few fluidic parameters that have to drive a much larger set of observations, many of these types of questions can be better answered, but fully answered? Nope. There will always be ”Why does the fluid exist?” at the end of the road.

This is a new theory that contains several old ideas. It is a Fluidic Model of the Universe, consisting simply of a fluid and its behavior. The primary behavior is the formation of self-propelled vortex rings.
The secondary behavior is how these vortex rings interact with each other and the fluid, to build the structure of reality as we know it.

All the property values are real valued. Euclidean coordinates and time are used. Having a fluidic model simplifies things considerably conceptually, but this comes at the cost of having to do fluid dynamic calculations. On the other hand, having a 3D+T fluid model should also produce some really good videos or virtual reality simulations.

**Appendix I. The Eddington Model**

Eddington was the one who took the photos during the full eclipse in 1921 and famously confirmed Einstein’s prediction. Eddington himself though, used a refractive model, with the index of refraction defined as:

\[ n(r) = \frac{1}{1 - m/r} = \frac{1}{1 - \frac{2GM}{cr^2}} = \frac{1}{1 - \frac{k}{r}} \approx 1 + \frac{k}{r} + \left(\frac{k}{r}\right)^2 \]  

(85)

It turns out that his \( m \) is the same as this article’s \( k \). At least according to a bunch of references I found. On the other hand, he used Dicke’s formula in his eclipse paper.

There is a singularity in the equation that is obvious by inspection.

\[ r_{EH} = k \]  

(86)

This means there is a shell around the center, at radius \( k \), called the Event Horizon which has infinite index of refraction. This is also known as a black hole, light can’t escape. Not because of strong gravity, but the inability for light to attain other than zero velocity. Obviously, this is physically absurd.

Taking the natural log gives the flux density:

\[ \rho = \ln(n) = -\ln\left(1 - \frac{k}{r}\right) \]  

(87)

Which has a gradient, and a magnitude of the gradient.

\[ \vec{\nabla} \rho = -\frac{1}{(1 - \frac{k}{r})} \cdot \frac{k}{r^2} \cdot \vec{u}_r = -\frac{k}{(r - k)r} \cdot \vec{u}_\rho \]

\[ \| \vec{\nabla} \rho \| = \left[ \frac{1}{1 - \frac{k}{r}} \right] \frac{k}{r^2} = \frac{k}{(r - k)r} \]  

(88)

The magnitude of the gradient is clearly an approximation, and not equal to, the Newtonian value of \( k/r^2 \).

**Appendix II. The Dicke Model**

In 1957, Dicke \[5\] derived a description of the index of refraction field from Maxwell’s equations and used it as the premise of his paper "Gravity Without a Principle of Equivalence". He states that the equation’s good fit to existing data makes it impossible to distinguish between the theories by experiment.

\[ \epsilon = \mu \approx 1 + \frac{2GM}{c^2r} \]  

(89)

Dicke expressed his formula in terms of permittivity (\( \epsilon \)) and permeability (\( \mu \)). As explained in the article, these form a composite index of refraction.

\[ n(r) = L\sqrt{\epsilon\mu} = 1 + \frac{2GM}{c^2r} = 1 + \frac{k}{r} \]  

(90)
Again, take the natural log of the index of refraction to get the fluff density.

\[ \rho = \ln(n) = \ln \left(1 + \frac{k}{r}\right) \]  

(91)

Taking the gradient.

\[ \nabla \rho = \frac{1}{1 + \frac{k}{r^2}} \cdot \frac{k}{r^2} \cdot \vec{u}_r = -\frac{k}{(r + k)^2} \cdot \vec{u}_r \]

\[ \left\| \nabla \rho \right\| = \left[ \frac{1}{1 + \frac{k}{r^2}} \right] \frac{k}{r^2} = \frac{k}{(r + k)^2} \]  

(92)

The Dicke Model looks like the sibling of the Eddington Model.

Appendix III. Schwarzschild Model

The GR/Schwarzschild function is a bit more complicated. This is the one I was looking for and couldn’t find when I wrote my original article [1]. This version comes from Ye and Lin as (20) in [3].

\[ n(r) = \left(1 + \frac{GM}{2c^2r}\right)^3 \left(1 - \frac{GM}{2c^2r}\right)^{-1} = \left(1 + \frac{k}{4r}\right)^3 \left(1 - \frac{k}{4r}\right)^{-1} \]

\[ \approx \left[1 + 3 \frac{k}{4r} + 3 \left(\frac{k}{4r}\right)^2 \right] \left[1 + \frac{k}{4r} + \left(\frac{k}{4r}\right)^2 \right] \]

\[ \approx 1 + 4 \frac{k}{4r} + 7 \left(\frac{k}{4r}\right)^2 \]

\[ = 1 + \frac{k}{r} + \frac{7}{16} \left(\frac{k}{r}\right)^2 \]  

(93)

The polynomial expansion is simply for comparison purposes. When taking the log, use the top line.

\[ \rho = \ln(n) = 3 \ln \left(1 + \frac{k}{4r}\right) - \ln \left(1 - \frac{k}{4r}\right) \]  

(94)

Taking the gradient of this expression is so much easier than trying to find \( \nabla n \).

\[ \nabla \rho = \frac{3}{(1 + \frac{k}{4r})} \cdot \frac{k}{4r^2} \cdot \vec{u}_r - \frac{1}{(1 - \frac{k}{4r})} \cdot \frac{k}{4r^2} \cdot \vec{u}_r \]

\[ = -\left[ \frac{3}{(1 + \frac{k}{4r})} + \frac{1}{(1 - \frac{k}{4r})} \right] \frac{k}{4r^2} \vec{u}_r \]

\[ = -\left[ \frac{4 - 2 \frac{k}{4r}}{1 - \left(\frac{k}{4r}\right)^2} \right] \frac{k^2}{4r^2} \vec{u}_r = -\left[ 1 - \frac{k^2}{8r^2} \right] \frac{k^2}{r^2} \vec{u}_r \]

\[ \left\| \nabla \rho \right\| = \left[ \frac{1 - \frac{1}{16} \cdot \frac{k^2}{r^2}}{1 - \left(\frac{k}{4r}\right)^2} \right] \frac{k}{r^2} \]  

(95)

Again, does this not look like the result of rounding off higher order terms earlier in the derivation? Do note that the steering equation is derived from the speed definition without any approximation whatsoever.

There it is like an ugly pimple on a behind, a singularity layer at a fixed radius. The infamous black hole. Does anybody truly believe this profile makes any physical sense?

\[ r_{EH} = \frac{k}{4} \]  

(96)

Really?
Appendix IV. Comparison to Conjecture

The central point source model for index of refraction used in the article is this.

\[ n(r) = e^{\frac{k}{r}} \approx 1 + k \frac{r}{2} + \frac{1}{2} \left( \frac{k}{r} \right)^2 \]  

(97)

The gradient and such is well covered above. The polynomial lets us directly compare the various models. They all agree on the first two terms, so it is the second order term which becomes the distinguisher. The differences in the models are shown in this table.

<table>
<thead>
<tr>
<th>Model</th>
<th>2nd Coef</th>
<th>( r_{EH} )</th>
<th>( \frac{\nabla \rho}{\sqrt{\nabla \rho}} / \frac{k}{r^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eddington</td>
<td>1</td>
<td>( k )</td>
<td>( \frac{1}{1 - \frac{k}{r}} )</td>
</tr>
<tr>
<td>Dicke</td>
<td>0</td>
<td>0</td>
<td>( \frac{1}{1 - \frac{k}{r}} )</td>
</tr>
<tr>
<td>Schwarzschild</td>
<td>7/16</td>
<td>( \frac{k}{r} )</td>
<td>( \frac{1}{1 - \frac{k}{r}} )</td>
</tr>
<tr>
<td>Dawg</td>
<td>1/2</td>
<td>0</td>
<td>( 1 )</td>
</tr>
</tbody>
</table>

Out of these four, only one preserves static Newtonian gravity as being exact. That is strong weight (pun intended) in its favor.

Now, did somebody say something about the simplest model that fits the facts?
## The English Players

<table>
<thead>
<tr>
<th>Variable</th>
<th>1st Equation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>(80)</td>
<td>Acceleration scalar in MOND. Same as $</td>
</tr>
<tr>
<td>$a_0$</td>
<td>(80)</td>
<td>MOND empirical parameter.</td>
</tr>
<tr>
<td>$\vec{a}$</td>
<td>(49)</td>
<td>Acceleration vector.</td>
</tr>
<tr>
<td>$c$</td>
<td>(21)</td>
<td>Traditional speed of light. Might be $</td>
</tr>
<tr>
<td>$c_0$</td>
<td>(22)</td>
<td>Speed of light in gravity free true vacuum. Same as $L$</td>
</tr>
<tr>
<td>$D$</td>
<td>(43)</td>
<td>Denominator in average refractive acceleration calculation.</td>
</tr>
<tr>
<td>$\vec{D}$</td>
<td>(55)</td>
<td>Displacement velocity in local speed of light normalized form.</td>
</tr>
<tr>
<td>$\vec{d}$</td>
<td>(50)</td>
<td>Displacement velocity of a harnessed refractive particles. The same as the velocity of the massive particle consisting of the harnessed refractive particles.</td>
</tr>
<tr>
<td>$G$</td>
<td>(21)</td>
<td>Newton’s gravitational constant in gravity free true vacuum.</td>
</tr>
<tr>
<td>$G'$</td>
<td>(33)</td>
<td>Local value of Newton's gravitational constant as seen from a gravity free true vacuum.</td>
</tr>
<tr>
<td>$\vec{g}$</td>
<td>(30)</td>
<td>Gravitational vector.</td>
</tr>
<tr>
<td>$\vec{h}$</td>
<td>(50)</td>
<td>Velocity of a harnessed refractive particle.</td>
</tr>
<tr>
<td>$k$</td>
<td>(23)</td>
<td>Parameter indicating strength of a central point fluff source.</td>
</tr>
<tr>
<td>$L$</td>
<td>(21)</td>
<td>Speed of light in gravity free true vacuum. The Limit speed.</td>
</tr>
<tr>
<td>$M$</td>
<td>(21)</td>
<td>Mass of a central source point.</td>
</tr>
<tr>
<td>$m$</td>
<td>(59)</td>
<td>Apparent mass of a moving object.</td>
</tr>
<tr>
<td>$m_0$</td>
<td>(59)</td>
<td>Rest mass of an object.</td>
</tr>
<tr>
<td>$\vec{N}$</td>
<td>(42)</td>
<td>Numerator in average refractive acceleration calculation.</td>
</tr>
<tr>
<td>$n$</td>
<td>(1)</td>
<td>Index of refraction.</td>
</tr>
<tr>
<td>$\vec{n}$</td>
<td>(2)</td>
<td>Gradient of the index of refraction.</td>
</tr>
<tr>
<td>$P_r$</td>
<td>(21)</td>
<td>Newtonian gravitational potential as a function of the radius in a central point source model.</td>
</tr>
<tr>
<td>$r$</td>
<td>(21)</td>
<td>Radius.</td>
</tr>
<tr>
<td>$r_s$</td>
<td>(77)</td>
<td>Schwarzschild radius.</td>
</tr>
<tr>
<td>$\dot{r}$</td>
<td>(67)</td>
<td>Speed along the radius.</td>
</tr>
<tr>
<td>$\ddot{r}$</td>
<td>(67)</td>
<td>Scalar acceleration along the radius.</td>
</tr>
<tr>
<td>$\vec{u}$</td>
<td>(7)</td>
<td>Unit vector in direction of subscript.</td>
</tr>
<tr>
<td>$V_\vec{r}$</td>
<td>(66)</td>
<td>Speed normalized to the local speed of light.</td>
</tr>
<tr>
<td>$\vec{v}$</td>
<td>(2)</td>
<td>Velocity in general.</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>\vec{v}</td>
</tr>
<tr>
<td>$\ddot{\vec{v}}$</td>
<td>(2)</td>
<td>Acceleration.</td>
</tr>
<tr>
<td>$\vec{x}$</td>
<td>(47)</td>
<td>Position in space.</td>
</tr>
<tr>
<td>$\vec{\dot{x}}$</td>
<td>(63)</td>
<td>Velocity in space.</td>
</tr>
<tr>
<td>$\vec{\ddot{x}}$</td>
<td>(63)</td>
<td>Acceleration in space.</td>
</tr>
</tbody>
</table>
The Greek Players

<table>
<thead>
<tr>
<th>Variable</th>
<th>1st Equation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>(15)</td>
<td>Local electric permittivity.</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>(14)</td>
<td>Electric permittivity in gravity free true vacuum.</td>
</tr>
<tr>
<td>$\nabla \epsilon$</td>
<td>(18)</td>
<td>Gradient of the electric permittivity.</td>
</tr>
<tr>
<td>$\theta$</td>
<td>(48)</td>
<td>Angle of longitude in spherical coordinate. 0 to $2\pi$ is around the Equator. Or the angle in polar coordinates.</td>
</tr>
<tr>
<td>$\dot{\theta}$</td>
<td>(62)</td>
<td>Angular velocity in polar coordinates. The first derivative of the angle with respect to time.</td>
</tr>
<tr>
<td>$\ddot{\theta}$</td>
<td>(63)</td>
<td>Angular acceleration in polar coordinates. The second derivative of the angle with respect to time.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>(54)</td>
<td>Ratio of refractive acceleration to gravitational acceleration. Empirically determined to be two.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>(15)</td>
<td>Local magnetic permeability. Or MOND interpolation function.</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>(14)</td>
<td>Magnetic permeability in gravity free true vacuum.</td>
</tr>
<tr>
<td>$\nabla \mu$</td>
<td>(18)</td>
<td>Gradient of the magnetic permeability.</td>
</tr>
<tr>
<td>$\rho$</td>
<td>(3)</td>
<td>Fluff density.</td>
</tr>
<tr>
<td>$\nabla \rho$</td>
<td>(5)</td>
<td>Fluff gradient.</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>(29)</td>
<td>Newtonian gravitational potential.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>(48)</td>
<td>Angle of latitude in spherical coordinate. 0 to $\pi$ is South Pole to North Pole.</td>
</tr>
<tr>
<td>$\nabla \Phi$</td>
<td>(30)</td>
<td>Gradient of Newtonian gravitation.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>(78)</td>
<td>Constant angular velocity value.</td>
</tr>
</tbody>
</table>
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